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Garen Staglin:
Our next speaker is a person that has really distinguished himself and his company in the support of the One Mind Campaign.  Husseini Manji, global therapeutic area head of Neuroscience at Johnson & Johnson has been very instrumental in much of the progress that we’ve made.  His lecture is entitled “Serious Neuropsychiatric Diseases Can Be Tackled Through an Innovative, Accelerated and Collaborative Effort.”  I think you know that part of our goal here is to change a process as much as it is the research itself.  His colleague, Magali Haas, is here with him and not in the room is Paul Soffels, who’s head of research for J&J and each of them has made unique and very important contributions to our effort.  So, without further adieu, I’m going to introduce Husseini Manji on this critical topic.

Husseini Manji:


Thank you very much Garen for the kind introduction and thank you Garen as well as Hon. Patrick Kennedy and others.  When they first told me about this initiative and, you know, asked if I’d participate, I really was delighted to because I really think we in this room have an opportunity to make a real difference.  You know, you’ve heard about the challenges.  They’re monumental.  And yet the science is there.  If we can galvanize people, like we have with other challenges, I really think we can make a difference and so it’s delighted to be part of this.  I thought I had to quote Steve Hyman’s favorite scientific journal, The New York Times, and you know, you heard from Steve about the devastation, the disability of the serious neuropsychiatric diseases.  At the other end of the age spectrum are the neurodegenerative diseases like Alzheimer’s disease.  And this is, you know, New York Times editorial from a former Supreme Court Justice, Nobel Laureate, etc., which really took the approach that, you know, all the time we’re spending worrying about our budget deficit, the health care crisis, etc., if you could just do something significant about this, you’d really have a major impact in terms of the finances because this, as we know, is a devastating illness that, you know, every individual with Alzheimer’s disease ultimately needs full time care.  With our aging population, we think the numbers of the individuals with Alzheimer’s disease are going to treble by the year 2050.  So this is one of the things we’re dealing with.  I really do think we’re dealing with some of the most devastating illnesses afflicting humanity.  And I think this, so to speak, is a no brainer.  You know, society’s greatest resource is our cognitive and mental capital.  It’s not oil.  It’s not minerals.  It’s our brain power.  And if we could do something about these diseases, learning disabilities or autism at the early end of the spectrum.  The serious psychiatric illnesses that sometimes impair someone’s ability to reach their full potential.  Or at the lower, at the other end of the spectrum, things like Alzheimer’s disease, things like age-related cognitive decline.  If we could do something about those, we would help individuals, families and society immensely.  

Again, this thing goes without saying.  We live in amongst the most extraordinary times in terms of science and technology.  This slide depicts what some people have estimated are the number of discoveries that have been made over time.  And the estimate is that between 1550 and 1800, we made something like 250 big discoveries.  In the next 200 years, we’ve made 1250, and it’s growing exponentially.  And everything we know about us today in terms of society has been influenced by science and technology.  Things like electricity, transportation, computers, antibiotics, vaccines, things that we take for granted, has been advanced by science and technology.  So investing here should be something we’re doing.  We heard earlier, you know, briefly and we’re going to hear much more for the next two full days, we’re making spectacular progress in our understanding at the basic and clinical neurosciences.  And obviously, the hope is that these advances will lead to benefit for these devastating diseases.  For, you know, other illnesses, this has happened.  So, if you look on the left hand side, this refers to cancer.  For the first time in recorded history, the number of deaths from cancer in the U.S. is decreasing.  Almost all of it because of scientific progress.  Certainly some of it through lifestyle changes, etc., but most of it through scientific progress.  On the right hand side, what might be even more impressive is cardiovascular disease.  Where we’ve had more than a 50% reduction in mortality.  What that red line going across depicts would be the number of deaths we would have expected from cardiovascular diseases if we hadn’t made progress.  And you can see how dramatically that’s gone down with scientific progress.  

And for those legislators, of course, Patrick Kennedy not being one of them who, you know, sort of pay attention to the economics, not to mention the moral and, you know, health benefits from an economic standpoint, it seems like investing in medical, biomedical research is very useful, so this slide shows some of the analysis that suggests that there’s almost a sevenfold return on investment for every dollar you spend on developing a new medication.  Yes, a new medication costs, but if you look at the benefit in terms of reduced hospitalizations and other things, it really is – works in your favor that you should invest in this because you’ll get the benefit.  And that quote at the bottom that the medical revolution over the last century appears to qualify from a economic point of view as one of the greatest benefits to mankind.  So we should be able to convince people to make these investments because there’s so much to be gained.  Health benefits there.  Society benefits.  Economically we benefit.  And so can we just stand back and hope for the best and let the forces work?  And the answer appears to be clearly no.  And this is one of the reasons what you’re seeing here is sort of the distal state of affairs currently in terms of coming up with new medications.  So the bars, so the purplish bars shows you the number of new medications that have been approved each year.  And what you see, you can see you know, it really hasn’t been a very good picture and it’s going the wrong direction.  And what you see in the sort of blue line going up is the overall U.S. pharmaceutical company research and development costs, it’s been going up almost exponentially.  Now at about 50 billion dollars a year and you’re seeing we’re not generating new medications from that.  And so today, it’s estimated that for each new medication that makes it to the market, given all the failures, etc., it costs something like 1.8 billion dollars.  And that’s really not sustainable.  So if we, you know, think that this is non-sustainable, well why should neuroscience suffer?  You know, let’s get out of infectious diseases or something.  Well neuroscience is suffering because it’s perceived as being the riskier and it probably is.  So, you know, when Steve alluded to the fact that many companies are getting out of CNS or at least more accurately in psychiatry, why is that?  You know, we have this huge unmet need and, you know, millions of patients, so there’s theoretically a market there.  So why are they shying away?  The first thing is, you know, in the last two years, the bottom fell out of the economy.  And so everyone, you know, saw that, the economic downturn.  And so companies had to decide where to invest.  Thing are so expensive, you know, 1.8 billion dollars per medication, etc., you’ve got to decide where to invest.  Neurosciences has been a victim of this.  So there’s a real recognition there is nothing more complex than the brain.  And with the tremendous complexity, the question you know, has been asked.  Where are the new targets going to come from?  It’s not like oncology where we know these pathways.  Or as Steve alluded to, you can do a biopsy and see what’s going on.  Ours is still somewhat of a black box.  Where are the new targets going to come from?  

There’s been a concern about generics.  And what’s the concern about the generics?  Well, if you look at that table there, that’s one of the tables and I think it’s either 2008 or 2009 data, looking at the biggest classes of medication in terms of how much we spend as a society.  And three out of the top five classes of medications are neuropsychiatric medications.  And they’re all going generic.  So the concern has been, if you invest 1.8 billion dollars, how are you going to recoup this when everything’s going to be generic?  And then the next big problem we need to tackle, and especially I’d say for the clinical neuroscientist and the translation neuroscientists in this audience, is that medication development for any indication is challenging.  And certainly with the brain complex, it’s even more challenging.  One of the big problems we face in neuroscience is that often we don’t fail until late in the process.  So because of our animal models, because of our translational science, because of our biomarkers not being quite as good as we need to, until you get into individuals with Alzheimer’s disease and do the several years study that costs hundreds of millions of dollars to see whether you’re slowing down progression or trying to treat prodromal schizophrenia, etc., until you get that stage, you won’t know for sure.  And so you have to spend hundreds of millions of dollars in order to find out whether the drug works or not.  In other fields of medicine, it’s sometimes easier to pull out your failures earlier.  And so for all those reasons, that’s why many companies are getting out of it.  You know, I wouldn’t be standing here if I wasn’t supremely optimistic that despite this being very challenging, the most difficult thing we’ve ever done, I think these are all addressable.  The tremendous complexity.  Yes it is, but we’re making tremendous headway.  The generics.  Think about it, you’re freeing up money from the medical sort of payers’ budgets that could go to more innovative treatments.  Now clearly it’s not as simple as build it and they will come.  But there’s money being liberated from the system that could go to better treatments.  This late stage attrition we can address with biomarkers and a lot of translational models, etc., so I think we need to really think that it’s not insurmountable.  But it’s bad!  (laughs) And, you know, sticking to the moonshot analogy, Houston we have a problem and I think we’re going to have solutions, but this is really, I think, something that’s fantastic that Garen and Patrick and others have done to mobilize people because I think we recognize that business as usual is not going to work.  This is the most difficult thing we’ve ever taken on, sending a man to the moon is – pales in comparison.  I think what we’re recognizing as we talked about already, that the NIH, certain companies are pulling back resources, that’s leading to a diminished pipeline.  As companies see the diminished pipeline they get out of it.  So you can see this downward spiral.  

As you heard already from Steve and hopefully this symposium will be the beginning of a new way of doing things.  Today, our expertise tends to be somewhat scattered.  Things are fragmented and a lot of our progress is, unfortunately, siloed.  At times the incentives for doing things together, either aren’t there for they’re misaligned and so, you know, everyone has to publish their own paper.  Every company has to keep things secret because they need to get their competitive advantage and so on.  We’ve got to change that.  And I think we’ve got to take it upon ourselves, everyone in this room, to change that and I think we can.  And at the bottom we’re talking about stigma.  And to me, you know, other than the real travesty, the pain and suffering stigma causes to our loved ones, to families, etc., it impedes everything.  It impedes science.  When people don’t think these are real diseases, we don’t get our share of investment for, you know, the toll that these diseases take on society.  We have challenges in, you know, parity for, you know, reimbursement, Patrick and others have done a great job, but it’s still a challenge for our patients.  And then even from a scientific standpoint, we want the best and the brightest working on these diseases.  And sometimes when there’s not a recognition that these diseases are as real as some other diseases, you’re going to get your oncology paper in Science.  Are you going to get a PTSD paper?  Well, it’s going to have to be monumental. So stigma really has these wide reaching impacts.  And all of us have to take it on together to do something about it.  

Here’s an example of what can be done.  And I think it’s a great example.  So HIV and AIDS we first heard about it in 1981.  You know, that’s that newspaper headline there.  If you look on the right hand side, you’re looking at the number of deaths from HIV/AIDS in the U.S., you can see that this curve was going off the scale.  And then, something happened.  And the something that happened was a sort of war on AIDS.  Advocacy groups got involved.  They were not going to take no for an answer.  They mobilized.  They got legislatures together.  They got the NIH and others to put the money together.  They got companies to work together.  And look what’s happened.  You know?  And when HIV and AIDS first came onto the scene, it was a guaranteed death sentence.  You would be dead in two or three years.  Today, at least in the western world, you’re going to have a normal lifespan, maybe short something like two years.  That is a staggering amount of progress in a short amount of time.  And I know all the neuroscientists in the room are thinking, c’mon an infectious disease, you know.  We’re dealing with neuroscience.  And of course, it’s a different order of magnitude in terms of complexity, etc.  But we have some examples of what can happen in neuroscience.  And I think ADNI, the Alzheimer’s Disease Neuroimaging Initiative is one of those great examples.  So it’s been largely focused about identifying biomarkers that would map the trajectory of Alzheimer’s disease, that would identify people with mild cognitive impairment or prodromal Alzheimer’s.  Who’s headed to Alzheimer’s?  When?  Etc.  And basically, it’s taken things from a very fragmented, incomplete, unsynchronized and closed approach to biomarkers where everyone did their own thing to what we have on the right hand side where things are standardized, synchronous, multi-modal, longitudinal and open.  And I think the open is another big part of it where the other advantage is that it uses what’s known as crowd source data analysis.  So the data is posted there.  Everyone can go and analyze it.  And there’s a notion that you have the wisdom of the crowd.  You know, we all have our own biases and ways of trying to look at data.  This makes it open.  And as a result of all this, we’ve learned much more about biomarkers, whether it’s imaging, spinal fluid or blood.  Learning more about early markers that may predict who’s going to get Alzheimer’s disease, more about trajectory of illnesses, a long way to go.  But this is a suggestion of what we can accomplish in our complex diseases as well.  

 (laughing) Thank you.  So how are we going to go forward?  And I think, as you heard from Steve and Garen and you’ll hear from Patrick and others, this has all been happening in a relatively short time frame.  So certainly not everything’s ironed out.  We don’t have a lot of details.  We’re going to engage everyone in trying to work out.  These are some of the big principles.  So we really need to develop this open collaboration platform for the neurosciences.  A lot of the things on this slide recapitulates what Steve said and I think it’s, you know, it’s the way we have to do things.  So, we need to generate and share data.  Develop these portals that will allow global coherent databases to be accessed and interrogated.  What Steve said about generating, sharing tools, sometimes, you know, I’m sure when you hear from Karl Deisseroth about optogenetics.  What fantastic tools are becoming available.  So yes, the scientific problems are critical, but the tools that allow us to get there are equally important and we’ve got to do that together.  We’ve got to generate and share models.  That’s where a lot of our illnesses, unfortunately, fall down.  We haven’t been able to come up with the models.  And in some cases, you know, many companies, many government agencies, many academics are trying to work on the same things themselves.  Why not try and do together.  Validate them, standardize them and then use them together.  Those are all the things we need to do and, you know, the bottom bullet there in red, it’s really – it’s about creating insight.  The more we can learn about these diseases in a more wholistic way, the more we can do something about it.  So the thought would be, that this is, you know, where health sciences is today.  And, you know, it’s got the, you know, parable of the blind man and the elephant.  Everyone feeling a different part of it and, you know, coming up with a different notion, but having, you know, sat through the session that Mickey Goldberg chaired earlier, I think we’re going to have to change that analogy to something, you know, other than blindness.  But, you know, the idea is that medicine today has been built on hundreds of years of individual observations.  And yes, given the complexity, we need to go deep into every one of these layers, but is there a way to coordinate it, so that you know, the sum is greater than – the whole is greater than the sum of the parts and all that.  That’s what we’re trying to do with this endeavor.  This is an idea that we think is going to be very important to create these disease knowledge networks.  And on the left hand side, Steve touched about much of, you know, our challenges.   

[00.22.45]  

We clearly recognize that many of our diseases have these, you know, major genetic influence that somehow we’ve got to make sense of at a cellular level, at a circuit and systems level, ultimately to our symptom levels and then the syndromes, etc.  Somehow we need to traverse those aspects of the illness.  And on the right hand side, we don’t live in vacuums.  You know, what the brain does for a living is adapt to the environment.  We have to factor in the environmental influences, whether we’re talking about medications or stressors or other things.  And to again reiterate what Steve said.  It’s not about this Orwellian notion that thou shalt study this in this, you know, coordinated, synchronized manner.  It’s about allowing the individual work to get done.  But get done in a way that can also be coordinated so that we can interrogate the data in a more meaningful way rather than the siloed way we’ve traditionally done things.  There’s starting to be platforms and tools available to do this and this _______ on here is just one example and, you know, there’s all kinds of development going on.  We’re delighted at this symposium we have colleagues from General Electric, IBM, Google and others who are doing so much work in this space that will allow us to generate the data, synthesize it, interrogate it and refine our hypotheses.  That’s what we need to start to be thinking about doing much more than we have been in the past.  This is what we need.  We need to create an organization and believe me, and you’re having spent fifteen years at the NIH, I’m not one for building big organizations.  We have enough bureaucracy.  But, you know, we do need some of these processes.  So, I think one of the first bullets at the top there, is we do need an independent trusted third party.  In a way, we’re living in a time of conflict of interest and concerns about who’s doing what to whom and why and errr – all those things.  So we need to come up with some sort of structure that really has the, you know, desires of everyone in this room.  That can put this together.  Can manage it.  Can oversee it in a way that puts, you know, advances research in a meaningful way.  We want to have the Department of Defense, the NIH, the pharmaceuticals industry.  I think what’s shown there, I really think at times biomedical research with, you know, some example – some notable exceptions, has maybe not taken advantage of things like informatics and the computing and the physics and the engineering.  Let’s bring all those people in and the advances that they have made and have those bear upon our problems.  

[00.25.15]  

The second thing is, you know, clearly one of the sort of catalysts for doing this is the economic.  You know, we need to share costs and risk and rewards, but I strongly believe that while those economic factors are the catalyst to doing this, really the benefits are going to be much more the economics.  We are going to be so much further ahead by working together, even if it’s the finances that have brought us together, than we ever would be by working alone.  Other examples.  And I think, again, this is one area where the biomedical community has perhaps lagged behind others and some people in other fields use the term pro-competitive rather than pre-competitive because what they’ve found is that actually by working together, you actually advance all your individual efforts and what’s shown there are two examples from basically the, you know, sort of semiconductor field where Semitech and Imec are examples.  Where the semiconductor industry has really been able to galvanize people to work together to recognize a lot of these problems are shared problems.  Let’s advance them together.  Then we can all go in our own separate directions and develop our own drug or patent our own thing or do our own thing, but there’s so much we can learn together and we’re delighted we have some of the colleagues from Imec here today to give us some of their insights of how did they make it work?  And it may not all fit for neuroscience research, but I think there are learnings we can take advantage of.  And so I think, really, what I want to let people know is I strongly believe that the time is now.  We’re facing an emergency.  The crisis with our patients, with our soldiers and others is real.  But I really think like Steve mentioned, if it was just a crisis, if we really didn’t have the means and the ability to do something about it, That would be one thing.  We, in this room, have the means and the ability to do things.  There was really a coalescing of a number of forces.  The economics of health care reform is driving change.  We simply cannot sustain what we’re doing today.  We have to change.  The data is catching up to our research needs.  So we really are, you know, getting there in order to be able to generate and interrogate the data.  The technology is catching up to our data needs.  So we think we’re on the verge of these of exascale computing capabilities.  That we’d be we have capabilities that are maybe a thousand times more powerful than the present fastest computers.  Consumer forces are driving things.  So let’s take advantage of all these things and make a difference.  And I think we have to.  Really, these are diseases that touch all of us in one way or another.  You’ve heard already how devastating these are.  And to me, you know, this is the mantra I’m sort of espousing to every CEO I speak, etc., there is no health without mental health.  And we can do this together.  

Thanks very much and I’ll joint leave – end on this slide.  So clearly, this is something that’s already been a collaboration with many different people putting in their, you know, very dedicated work.  This is the hope is that this is just a kickoff.  We’re just launching this.  We’re going to pick everyone’s brain.  We’re going to dissect all the plans, etc.  But I think if we work together, we can make a real difference.  Thank you.

[applause]

Garen Staglin:

Thank you, we’ll invite The Connectome:  Mapping the Brain panel to come up now.  I have the privilege of introducing Dr. Bruce Rosen, M.S., M.D., Ph.D., professor of radiology at Harvard Medical School and also the director of the Athinoula A. Martinos Center at Mass General Hospital.  We’ve made incredible progress in the genome.  I think the first sequence cost us several billion.  It went to a million.  Now it’s a hundred thousand and – or actually closer to ten thousand and who knows where it’s going to go.  It’s making Moore’s Law look pitiful relative to the progress that we’re making in costs, but more importantly, the progress people are making with the results.  So, Bruce, I’ll turn it over to you.  

Bruce Rosen:

Thanks very much, it’s a great pleasure to be here and a fabulous session that I’ve been asked to chair for you.  I know our time is short.  I’ll make my comments very brief, but there are a couple of things I wanted to say just to frame the discussion for our session on The Connectome and Connectomics.  It was actually one of my great colleagues and a speaker later in the session, Helen Mayberg, who in a recent review article that she wrote, I think, very nicely articulated why this session is so important.  She said that the last twenty years has seen a revolution in our understanding and the way we appreciate mental illness.  Moving from descriptions of psychology and neurochemistry to a deeper understanding based on our understanding of genetics, microbiology of course, and you’ll hear about those later during the meeting.  But particularly for this session, to a model of mental illness and other neurological disorders based on an understanding of brain circuitry.  The notion that diseases of the brain can be understood in the lesion model and the setting, say, of a stroke, which may attack one part of the brain, just has not served us well.  And that an emerging understanding of the interconnectedness of the brain is the one that’s now providing tremendous insights in her own work that she’ll describe as a wonderful example of that.  So, in this session, we’re going to talk about exactly that.  How the brain is wired.  How it’s connected.  In many ways, I think, perhaps the most seminal new advances in neuroanatomy and in mapping that we’ve seen in the last hundred years and the people that I’m very fortunate to share the stage with are really going to – are the leaders in that area.  Beyond the theme of connectivity, the other element that this session brings to bear, which is related to a comment that Steve Hyman made earlier, is the importance of technology in advancing our understanding of the biology.  For indeed, each of these speakers today have been a pioneer in critical technological advances that have then allowed them to understand elements of this circuitry, both it’s kind of static anatomy as well as how it behaves in vivo dynamically, the so-called, you know, functional connectome.  And each of them will talk about that in turn.  The session is organized from a top down approach.  We’re going to start looking at the human organism and work our way from the kind of highest system level of how the human brain works down to the level of individual microcircuits and how they’re connected at finer details.  Also talking about some fabulous technology that allows us not just to visualize these microcircuits, but actually to manipulate them.  To control them.  And then finally dive deeper still from the level of circuits of neurons to individual neurons, their individual synaptic connections, the tens to hundreds to thousands of connections that a single neuron makes with all of its neighbors.  You know, the social network, if you will, of an individual neuron.  So, let’s get started.  We’ll talk again, taking it from the top with our first speaker, Dr. Marcus Raichle.  Dr. Raichle is a professor of radiology, neurology, biomedical engineering and probably a few more things at the Washington University in St. Louis.  He is the pioneer in human brain mapping.  The developments from he and his colleagues have set the paradigm that we’ve used now for the last upwards of thirty years for understanding how the human brain works.  And his recent work has been focused on using these tools to understand networks of brain activity, which I’m sure he’ll discuss in great detail, including his seminal work on the articulation of the so-called default mode network.  So, with that, I’ll introduce, Dr. Raichle.  

[applause]
[00.34.06] 
Thanks very much, Bruce, it’s really a privilege and a pleasure to be here today.  I just want to thank everybody who’s been responsible for this and also for including me.  It’s inspiring just to sit here and listen to these things.  I am going to talk about things from the top down and imaging in particular, but as I do so, I want to emphasize, and I will try to convey that thought to you, that whatever I do at the level I’m operating at is highly dependent upon things occurring at other levels, including what people like Jeff and Karl do.  I think for us to be successful, we need to know what they’re doing and what they can contribute to helping us understand this and furthermore, what we’re doing in the imaging world, I think, is taking a major step forward in terms of data sharing through the Human Connectome Project, which I will say little about logistically or operationally, but just to say that it’s fulfilling a dream of mine of many, many years.  That we face up to the fact that we do, in fact, need to share our data.  So, without further adieu, I’m going to talk about the human brain at work.  And, there’s a historical perspective I think that’s important here.  We often approach the brain and treat it in a very reflexive way.  This was captured by Sir Charles Sherrington many years ago.  We pose a question, we give it something and we see what you’d or I do and if we can, we look at the brain and see how it did it.  And so the idea is it’s a stimulus initiated affair and this has trans – this is true of almost every level of neuroscience including imaging.  And the imaging work in this area has so far generated something like fifteen thousand FMRI papers since it was introduced in 1991.  So it is a very important paradigm.  However, there is another view of the human brain or any brain, for that matter, is that it is not in fact reflexive and that, in fact, most of what it’s doing is intrinsic.  It’s developing, if you will, a universal or a world within that then tries to figure out what’s going on on the outside.  So, the question then is, how might we just adjudicate such a question?  What are the merits?  And I would just say that – and I will do this briefly, that there are two things that ought to cross your mind.  One is cost because the brain is indeed a hugely costly device.  And also, how well connected is it to the world around us?  In terms of the cost, I’m showing you here, it’s a little awkward, by the way, to sit down to give a talk.  And that’s not because I carry a cane.  They just thought it would work better.  So, I’ll try to reorient my – I’m counting on plasticity to allow me to do this.

[laughter]

[00.37.16]

Anyway, this is just an image on the left, a very old but classic picture of the use of glucose in the body and what you can see where it’s black it’s using more and you can see that the brain is using a whale of a lot more than anybody else around.  And we’ve known that for a very long time.  But when we look at the brain and we ask it to do things, we look at a difference.  But, I want to show you some data that came from a study that we published in Nature in 1988 in which we asked individuals to do four different things and these are the images from a large group of people who did these four things.  Each image is the same group doing something differently.  And if you look at this, I would challenge you, unless you know the experiment, to tell me what’s going on here.  because they essentially look the same.   But if I then tell you what’s going on here and do a bit of cleverness, which we can do routinely, and subtract images from one another, you notice that you can see these readily and Nature was, of course, convinced that this was valid and published it.  But you notice the vast difference in the scales here?  They’re tremendously different.  So, in fact, when I’m giving this talk or you’re conversing with me or you’re sitting there looking or dozing or daydreaming or whatever, the additional cost of that is relatively small compared to the cost of running your brain.  And the other issue is this matter of sensory information.  In other words, I’m seeing you.  There’s this seeming veridical representation of the world in front of me of enormous detail containing millions of trillions of terabytes of information.  How much of that is actually getting into my brain?  And there are a variety of ways to look at this, but just in terms of bits of information, unlimited, as I said, but only about ten to the tenth gets to your eyes.  About – it drops about four orders of magnitude when it gets to the first switch in the brain or the first connection.  And about tenth to the fourth bits per second, or six orders of magnitude less data gets to your visual cortex.  So something has happened along the way.  And if you think about how much information is in your conscious awareness of this room, it’s less than a hundred bits per second.  So there’s something going on here that we need to take into account when we’re trying to understand how the brain works in health and disease.  And I would only say briefly that the major cost of this is in that synapse.  And I won’t belabor the details of this, but it has to do with transmitter cycling and all the things that are attendant upon it and I would say it has to do with function as a result of that.  So, the bottom line, a resting brain is never at rest.  And the question then is, how do we study this?  And I’m going to take an imaging approach.  There are a variety of ways to do this.  But we have a problem here.  We’re not now talking about asking you to do something, we want to know what you’re doing when we don’t ask you to do something.  You’re just laying there.  And so, the question is, how do we get at this and it’s interesting that in various areas of science, there’s always this plague of noise.  Well, imaging was no exception to this.  And if you look at the kind of data that, from which we extract our imaging data and you’re looking at it in front of you now, that is a brain movie of the signals that we process to determine what the brain is doing.  And generally, we treated this as noise.  Because there’s nothing that this individual is doing in particular.  

[00.41.00]

So we get – just got rid of it.  But it turns out that this is incredibly interesting.  So this is – these are the frames of that movie you just saw and if you look at this in some detail, you notice that this – not surprisingly – that those pictures generated this curious wiggly lines.  And it was a physicist at the Medical College of Wisconsin who said, hey wait a minute, what is going on here?  and actually looked in the motor areas of the brain and said, do these wiggly lines correlate with anything?  And out pops the motor system.  And you’re not moving a muscle.  So the brain exhibited an organization at rest that recapitulated the system that was used when you moved.  And you can basically go through the brain and map both its cortical and subcortical connections in the same way when you’re – you can do this under general anesthesia.  You can do it just resting quietly awake and it’s even present during sleep.  So, it’s not only of great interest up theoretically, but it’s of interest practically because now we are relieved to some extent of studying people whose behavior is sufficiently different that it’s difficult to compare them with normals.  And yet, we can look at this without asking them to do something.  Now when we do this, we take a signal that’s moving in time.  It’s something that’s wiggling up and down and we average this  – when you look across the brain, but time disappeared in the picture I just showed you.  So what about time here?  And as been mentioned, I think, more than once in this – in the preceding talks, time is an important element in how the brain the works.  And so, if one goes back, there’s a way to begin to capture this.  So, if you take these areas that I have been talking – or these systems, this is the so-called default mode network, and you just take a group of regions from that network across it, each little square is a different part of that network and you compare it against the same regions from that network and you can notice that, obviously, regions correlate with each other down that diagonal.  That’s why it’s dark.  And the other regions, you’re just looking at how that particular system is in itself talking to itself, if you will.  And you can do that for a while variety of systems and you get relationships that look like this.  But then you can ask the question, well obviously, the motor system has to talk to the visual system when you move your arm.  So this is a matrix that includes relationships among systems and within systems.  So, it’s important to realize how you can look at this and look at the integration, but then you can turn it into a movie and look at how this changes across time because these relationships are not stable in time, they’re non-stationary.  And that makes some sense because your brain, as I will argue, is in the prediction business.  And it is matching it’s preconceived sense of the world with an ever-changing world and therefore, it has to be flexible.  So we see it at this level.  

[00.44.18]

Now you can pull out a couple of these and ascertain even more interesting things.  There is, as Bruce mentioned, something called a default mode network, which is a central seeming core system within the brain that instantiates a variety of self-referential activities.  By that, I mean things like recalling personal events in your life, understanding how things relate to you personally and adjudicating various emotional stimuli or putting value on stimuli as they come.  So, it plays a very central, but self-referential role.  And then you have something called a dorsal attention system.  So if I engage one of you in a conversation or I look at a slide on a screen, I kind of tend to lose myself in the process, if you can think of it that way.  So, what’s interesting about these two systems is they tend to work in apposition to one another.  That is, when one’s up, the other one’s down and vice versa.  And you can just see this in their ongoing behavior here.  So this has some kind of intuitive sense to it as we look at it, but what’s interesting about it, it’s occurring even when you’re doing nothing that we can observe.  Your brain’s just doing this.  Well, you can take this and understand and use this kind of information – we’ve had, because of our involvement with the MacArthur Project in Neuroscience and Law, had the opportunity to use these strategies in a group of incarcerated juveniles who were in the New Mexico prison system.  And one of the things that characterized their behavior was impulsivity, which would probably not be a great surprise to you.  In fact, they lacked the kind of self control that others would have.  So we asked of these brains, and I won’t detail the algorithmic approaches to how we did this, but we were able to determine that in the brains of those young people, the areas of the brain that allowed us to determine or to relate to their impulsivity had to do with motor output and motor planning.  And so you could then ask the question, what are those areas normally talking to?  And in the normal brain, the motor planning and output areas of your brain are communicating with your attention systems and control systems of the brain, which makes sense.  You’re appraising the environment.  You’re deciding whether what you’re intuitively interested in doing is appropriate socially and contextually.  And what is utterly stunning about these individuals is that they are hooked up entirely differently and it’s entirely related to the degree of impulsivity.  So, their default mode network in the impulsive people is more connected to the output systems and your attention and control systems are less and you can actually predict on an individual basis who these people are from the things in the brain.  And what’s further interesting about this, this looks not like an abnormality when you compare it to normal development, but as delayed development.  So, the issue then would be whether one could intervene or what social factors led to such an occurrence.  

[00.47.47]

An important element of understanding what we do here is, of course, to figure out what the dickens this signal is that’s giving us this kind of information and it’s often referred to as indirect hemodynamic, that is, it does – although I haven’t told you that – related to changes in brain circulation and metabolism.  So, in some ways, it’s thought to be indirect.  But, at the bottom, for us to go forward, we have to know what it is related to and we’ve made, we the community, have made significant progress.  In part, by using techniques like this where you have patients with large electrode arrays implanted on the surface of their brain to evaluate them for epilepsy and then you can compare this to the underlying brain signals that we can look at with imaging.  And from that, what we can determine is that this signal that comes out of FMRI imaging is related to a very slow component of the brain’s electrical activity.  These are called slow cortical potentials.  In many neurophysiological worlds they’re not even considered, but they turn out to be fundamentally important to the overall ongoing organization of the brain.  Now, if the bold signal, therefore, what we’re looking at in these experiments is this low frequency thing, you realize, of course, the brain has all sorts of different frequencies and neurons that are spiking in the millisecond time range, how does this all get organized?  And another beautiful thing that’s come out of the work, and again, you have to realize that this comes out not just from an imaging laboratory, but from the integration of ideas and research from a whole variety of levels and laboratories across the world, is something called cross frequency phase amplitude coupling.  And that is, we have something going on in the brain.  You can imagine this is an imaging signal or a slow cortical potential that represents changes in how excitable the neurons are at any given moment in time.  And what this does is have an effect on all of the other frequencies all the way up to spiking.  So, if you have both an integration in time and an integration in space, and I don’t know that you can see this, this is beautiful work done from the group in Helsinki, but there’s a little black line in the middle here.  And it has to do with behavior.  So where you are in space and time in the brain has a big effect in your moment to moment behavior.  Something we’ve known, actually, for a long time, but now you can begin to understand it in terms of how this thing is organized.  So, how should we think about the bold signal here?  And I would say that when we’re looking at this, we ought to think about how we think about the brain more generally and rather like Gyorgy Buzsaki’s comment, he said, “Brains are foretelling devices and their predictive powers emerge from the various rhythms that they perpetually generate.”  So, Charlie Shorter at Columbia, I think, captures this rather nicely in the fact that you have these very slow fluctuations in this system at one level and all the way up at spiking, you have a coordinated effect that can be parsed out, as I talked about, in this cross frequency coupling.  But then what’s happening here is that these slow fluctuations are lining themselves up in time in a predictive fashion.  So the brain is anticipating what’s coming next.  And so what evidence do we have of this?  Well, there’s a long history of this in what are called event related potentials which has been forgotten for many years.  But we see this, even in a bold signal in the laboratory with imaging in which somebody is asked to respond to a very faint grating with some kind of a response.  But you’re given a warning that is going to come.  And so you get this, and you get the warning it’s going to come and you press the button as you should and you get a nice response from your imaging device.  But, then you get a warning and you get no stimulus.  And you get an identical response out of the brain.  As measured in terms of this imaging device.  As related, I would suggest to the slow cortical potentials which is lining up the brain in anticipating of an upcoming event.  So, it’s something that we need to understand better and how this thing is coordinated and what it’s affect is on behavior.  And how this might not work so well in diseases where coordination within and among areas becomes utterly critical. 

[00.52.42]

And the final thing in my last 51 seconds, is to say a little something about the metabolic side of this.  Because yet once again, there is a crying need to integrate across levels of analysis here to enrich our understanding of what we can now extract from the human brain with imaging.  And just as almost a teaser, I will point out that when we do these studies and we say, challenge your visual system with a reversing annular checkerboard, we get an increase in blood flow.  We get less of an increase in oxygen consumption and it leads to back around to the bold signal, but the think I want to point out to you is this.  That when you do that, you increase the amount of glucose you use.  Now most people in neuroscience, we did a quiz, I think if I asked you, what does glucose do for the brain?  You’d say, well, it’s like coal for a power plant.  You know, it’s just the fuel.  And, in fact, you’re somewhat correct.  That’s true.  But glucose is a fabulously interesting molecule that does all kinds of other really interesting biological things.  Protects the brain against apoptosis.  It adjudicates redox states.  It helps build membranes of lipids and proteins and phosphorylates and it does all these things.  But we’ve generally not thought about that.  But I think – that I hope will change, but it’s brought to the forefront with this kind of data, which I will close on.  And it relates to Alzheimer’s disease.  Now, one of the interesting things that’s caught our attention about Alzheimer’s disease is where it resides in the brain.  Now, I’ve mentioned to you something called the default mode network.  And if we just look at it metabolically in a resting state, it is actually using an excessive amount of glucose for something other than fueling the brain’s energy.  It’s virtually a map of the default mode network.  This is the activity decreases that allowed us to discover the network and this is, it’s spontaneous.  These are superimposable.  And what’s stunning is if you put Alzheimer’s disease in terms of its plaque deposition up against that and it’s a mirror image.  So, the question is metabolically then, what exactly is going on here that makes this network unique in its use of this particularly interesting molecule and what will that tell us as we go forward?  And I would just point out the place we find out, actually.  It is from the cancer biologists.  Because - and I just, they’ll forgive me for doing this, but I think brain cell metabolism and what’s called the Warburg effect.  That is when cells designed to multiply and divide and proliferate, they give up on – they quit using oxidative phosphorylation and they switch to glycolysis for all of these complex and interesting reasons.  And this because, when the cancer cell does this, it’s darn hard to kill it.  And so, the cancer biologists spend a huge amount of time thinking about all the switches and genes and everything else that regulate this.  But I don’t think we were given this kind of machinery so we could have cancer.  I think we were given this so we can build and remodel and do these things and I think we owe it ourselves to understand this in terms of the brain.  And when I think about this, I’m always taken by Eve Marder’s comments about these things.  She says, “You know, humans and others have neurons that live and function for decades.  By contrast, ion channels, proteins, synaptic receptors and the components of the signal transduction pathways are constantly turning over in the membrane and being replaced with half lives of minutes, hours, days and weeks.”  It’s interesting, because for darn sure, you know who you are right now.  Tomorrow morning I trust you still will know who you are.  And yet, some of the structure of your brain is not the same structure you have at this moment.  And it is in that context and in the context of diseases that I think we have a lot to learn and as we go from molecules to synapses, to human brains and back and forth, this is an incredibly rich time that I feel very privileged to be around for.  Thank you very much.  

[applause]  

Bruce Rosen:

Okay, I think you’ve seen in really some extraordinary images and exquisite detail, the functioning dynamically of the human brain and these circuits and how they interact and change over time in such a dramatic fashion.  But the question then is, you know, how do we study those circuits in finer detail to really tease out the integration of these at levels that we’re not yet able to see, at least so far in the human brain.  And perhaps even more importantly, how do we control those circuits?  If this understanding is going to have impact in our understanding and ability to treat neurological and psychiatric conditions, we must be able to control this circuitry.  How do we do that?  Well, our next speaker, Karl Deisseroth, actually has the answer to that question.  Karl is associate professor in bioengineering and in psychiatry and behavioral sciences.  So again, the merger of the engineering and the biological sciences at Stanford.  He’s also an HHMI Howard Hughes Medical Institute investigator.  He’s the inventor and pioneer of an amazing new technology, something called Optogenetics, which is the merger of molecular biology, optical engineering and neuroscience that has provided a key tool that now neuroscientists all over the world, including colleagues in my own laboratory are now using.  This is such a profound importance that it was actually listed by Nature as the method of the year, just last year.  So, with that, let’s turn it over to Karl to describe this fantastic work. 

[00.59.17]

Karl Deisseroth:

Thank you very much, Bruce and thank you all for being here.  I want to also thank Representative Kennedy for organizing this and inspiring it.  And for everybody who put an effort in setting up the program.  I’m particularly, as Bruce said, I’m in psychiatry and in bioengineering.  I still see patients in the psychiatry department and I spent a great deal of time earlier in my career at VA hospitals working with veterans suffering from PTSD and other disorders related to their service.  It’s very important, I think, to realize how hard these are to treat.  Not just because we don’t have a good understanding, but also because we don’t have good interventions in the brain.  We don’t have highly precise ways of tuning and controlling neural circuits at the requisite precision, both spatial and temporal.  And so it’s with an inspiration like this that we worked on developing something that we call optogenetics.  And this is – can be simply stated as the combination of genetics and optics to achieve gain or loss of function.  So that’s terminology from genetics, but in this case it’s not of a gene, it’s of an event.  A well defined, for example, electrical events like an action potential, the currency of information flow in the brain.  But this, to be most useful, would have to operate within specific cells, even within living tissue, even within complex freely moving and behaving mammals.  The way we achieve this is we take light activated ion channels from organisms that arise from diverse ecological niches that move ions for their own purposes and this, of course, when put into neurons then, allows one to play in aspects of the neural code.  This sounds like it’s unlikely to work, but indeed it actually does.  Here are two separate neurons where we’re playing an identical blue light pulse train to drive ion flow and we’re getting almost exactly the same action potential train out, which are these deflections seen here in the voltage trace.  And this is because we’ve introduced a protein from this organism, Chlamydomonas reinhardtii, a blue light activated cation channel that responds to blue light by delivering positive ions into the cell which happens to be neural code for “On.”  This has been complimented now by a series of additional tools from a variety of different organisms responding to different colors of light and achieving different kinds of effect or function.  And I think it’s noteworthy that this all started my first principle investigator grant in July of 2004 was from the National Institute of Mental Health which, of course, I did not describe this in the grant, but it points to the importance of undirected basic research and giving rise to advances that will later become useful.  And this has now led to an explosion of different tools.  I put some of the names up here.  You don’t need to think about exactly what they are except summarizing here in terms of what they do in terms of moving ions.  Here’s the blue light activated cation channel.  It’s called a channel rhodopsin.  Here’s a more detailed view of the organism from which it arises.  We’ve also been able to find related molecules that respond to different colors of light in principle giving us multiple channels of control.  We’ve been able to identify inhibitors that deliver anions in the cells.  And this happens to be neural code for “Off.”  This, in principle, will allow us to achieve a loss of function and we’ve achieved various kinds of biochemical control as well.  There are now more than a thousand laboratories working on both using and developing these tools now and there are going to be literally hundreds of these now that this key principle has been clarified.  Basically, it can be summarized in the following way:  A single component light activated regulator of transmembrane ion flow.  It’s very important that it be an all in one molecular machine that you have both the light sensation and the ion flow in the same gene.  This is incredibly important for ease and versatility of use as well as speed and reliability.  This means you only have to put in a single protein or a single gene and you get both the signal and the effector all in the same molecule.  And so we call this the single component property.  And you also don’t need to add any chemicals.  You’ve heard about the Vitamin A derivatives that are important in the Retinol already, it turns out these proteins do need to use such a molecule, but this is present at high levels in the mammalian brain already and you don’t need to add a chemical to get it work.  
[01.03.39]

So, it’s a single component system.  They’re fast millisecond scale and they respond to well tolerated light levels and wave lengths of light.  And they’re very fast.  And as I’ll show you, they’re spectrally diverse and tuneable which gives us multiple channels of control.  And this, as Bruce said, has created a fair bit of interest and this allows you to, for example, bathe tissue in light, but only drive the targeted cell and this is a fundamental principle, of course, in brain function that there are cells that do fundamentally different things that are right next to each other, connections that are intertwined with each other that have different or even opposing roles.  You can’t introduce an electrode and drive it and achieve any kind of specificity in terms of the different components of the circuit.  But because of the single component system, one can introduce and photosensitize for excitation or inhibition, targeted elements and still maintain the millisecond precision with which the brain operates.  Now, we very early on developed a fiberoptic interface that allowed us to access very deep brain structures.  For example, in 2007, we played in patterns of activity into a class of neurons deep in the lateral hypothalamus of the brain.  These are the so-called hypocretin or orexin neurons that had been linked with genetic studies to narcolepsy.  And we played in different patterns of action potentials and found that some patterns, but not others, subserved awakening, a very complex behavioral state transition.  This was challenging because the hypothalamus is filled with different cells that do completely different things ranging from feeding to temperature regulation, to fear, sex, sleep and many other functions.  But by targeting this channelrhodopsin gene using a promotor, a three kilobase promotor packaged into a lentivirus, we were able to target light sensitivity to just the hypocretin cells and show a pausal role for defined patterns of activity in just those cells in freely moving mammals.  Now, this also affords opportunities relevant to what we’ve heard about even earlier in this session, for example, in mapping, you can now integrate this as we’ve shown with functional magnetic resonance imaging.  You can come in and deliver light to your targeted cell population and you can now look at the global response throughout the brain.  Everything that’s downstream of those cells, their natural output and their connectivity will then be mappable in a causal fashion.  In an interesting twist, you can actually not only deliver light to the cell bodies where the neurons start, but you can go and deliver light to the ends of the connections where they terminate.  And this is because the _____ molecules get shipped down the axon and so the processes, the wires, become light sensitive too.  And you can trigger action potentials just as well in the axons.  And this allows you to recruit a cell population that’s defined by its connectivity, having its cell body in one region and it’s axon in another region.  So, this is something that will not only facilitate causal understanding of behavior, but also of functional causal connectivity.  

[01.06.42]

Now you might imagine, let’s - of course driving one population might not be enough in isolation.  We’d like to drive one population alone or in combination with another.  After all, that’s the essence of how computation works with different sources of information and different pathways working together, computing, gating each other and processing information.  Of course, this is one thing that made green fluorescent protein so powerful is having red shifted versions of it.  This allowed combinatorial static anatomical labeling.  And what we’ve been able to do starting after this initial blue light activated channelrhodopsin is identify a host of different red shifted molecules for both gain and loss of function.  This is because these tools exist throughout the major kingdoms of life.  There’s an incredible diversity out there.  In fact, the Department of Energy, for other reasons, had been putting a fair bit of energy to sequencing, and still is, algal genomes for biofuels reasons.  And so we were actually able to, back in 2006 and 2007, start a broad based genomic effort, access some of these databases, both published and unpublished, and identify new channelrhodopsins.  We found one, for example, from this multi-cellular green algae called Volvox Carteri, it’s a multi-cellular spherical rolling algae.  But it has the same basic challenge that Chlamydomonas, the other one I showed you does.  It has to find the right light level to achieve photosynthesis safely and so it responds to light and moves and it makes a channelrhodopsin just like the other one does.  Except it happens to be more red shifted and what we found here is the original blue light activated channelrhodopsin and here’s the Volvox channelrhodopsin and so it opens up a new optical channel of control.  Now, one problem we had, and this points to the importance of converging molecular engineering and optics, is that this one didn’t express too well in neurons.  Its occurrence, as we showed in the original paper in 2008, were – you could drive action potentials, but only in culture.  You couldn’t actually get it working too well in vivo.  But now, over the ensuing few years, this is a plot of – as different version numbers of the molecule progressed – and this a plot of the increased currents that we get and we really get enormous currents now with this modified version after several years.  There’s a lot of point mutations.  There’s some chimeras.  There’s some membrane tracking sequences.  We’ve actually been able to shave off this little blue shoulder of the action spectrum.  Here’s the original version and here are the more recent versions and so now we have really separable channels of control and the most potent channelrhodopsin that we know of out.  There.  And you can drive action potentials with blue light with the original one, or red light with this one.  And we’ve shown in several in vivo mammalian systems and intact systems that you can now achieve combinatorial excitation.  See how one population of cells works together and interacts with another population.  

[01.09.33]

Now, this is a brief summary of the core technology.  In recent years, we’ve been now circling back to my core roots as a psychiatrist and then Science actually did a piece on this pointing to how we initially started back in 2004, inspired by the psychiatry possibilities.  And this is something that we’ve been excited to return to in the last few years, touching on aspects of drug addiction, of social behavior, of deep brain stimulation mechanisms, and on anxiety and I want to share with you a little flavor of that today in the remaining time.  Anxiety, of which PTSD is a constituent member of this class of disorders, is the most common class of psychiatric disease.  There’s a lifetime prevalence on the order of 25%.  It’s very debilitating and every treating physician and patient would tell you it’s inadequately treated.  There are major classes of medication, of course, that are available.  Many of them don’t work particularly well.  Others work extremely well, but are addictive and sedating have severe cognitive side effects.  And so there is not a great treatment and there’s not a class of treatments that work for everybody and it remains a major source of disability.  Now, we know that there are regions of the brain that are involved in fear and anxiety.  For example, the amygdala and the extended amygdala with all its complexities, receives information from sensory areas, from frontal areas, executive control areas, and it goes through a series of processes steps after the basolateral amygdala, which is the early input step, through some downstream layers.  There’s an output region called the central medial nucleus of the amygdala, which is one of several output pathways, but this is a particularly important one that projects to the behavioral and physiological manifestations of fear and anxiety, elevated heart rate and the like.  Now, so we know this from a great deal of pioneering work over decades on lesions and electrical stimulation.  But there’s a immense complexity within the amygdala.  For example, the basolateral amygdala sends projections to many different regions and these projections do many different things.  In fact, there’s a potential that the brain has a built-in anti-anxiety circuit, actually within the amygdala, if you look at the anatomy.  There is between this input structure and the output structure that drives the behavioral manifestations of fear and anxiety, there is an intermediate structure called the CEL or central lateral nucleus of the amygdala that’s inhibitory or GABAergic as you can see by its neurotransmitter expression.  And this might be a feed forward inhibitory pathway.  Incoming information could drive inhibition onto the output structure and turn down the expression of fear and anxiety, in principle.  This is, though, impossible to test with conventional means because the projections that are involved are all intertwined, there are many different cells in the BLA that do many different things, project to many different regions so you could never test the causal role of a projection from here to here with any kind of specificity.   

[01.12.39]
But optogenetics has allowed us to do that and actually find that there is a built-in anti-anxiety circuit that’s fast, precise and potent lying within the seat of fear and anxiety itself.  And I’ll show you a little bit of data and a movie illustrating that principle.  Now, before I do that, though, I’ll just point out that, as I said, we’ve now been able to turn our attention to a number of difference classes of psychiatric disease.  We’ve been looking at social behavior.  We’ve been looking at cocaine conditioning.  We’ve been looking at mechanisms of deep brain stimulation in Parkinson’s disease.  Some of this is published, but not all of it.  But it’s very gratifying to now be returning to my roots in psychiatry and exploring these principles of disease.  Before I get to the anxiety, I want to touch on one thing, which is mechanisms of deep brain stimulation.  This was something that we worked on back in 2008 and 2009.  deep brain stimulation, as you’ll a great deal more from, for example, Helen Mayberg and others, is a very potent mechanism for brain control that involves introducing an electrode that can, for example, in Parkinson’s disease, be targeted to a structure such as the subthalamic nucleus.  When you drive the structure very hard at a hundred times a second or more, you can achieve remarkable effects in ameliorating the symptoms of Parkinson’s disease.  And as you’ll hear also, in depression.  But it was quite unclear how that worked.  What the initial direct target of the electrode actually was.  Was it excitatory cells?  Or inhibitory cells that were in the circuit?  Or was it incoming axons perhaps?  And one thing we were able to sort out with optogenetics by making different classes of elements within the circuit light sensitive and seeing what the effect was on behavior in Parkinsonian animals, was that the most potent initial direct target for the deep brain stimulation electrode was incoming axonal fibers, incoming pathways of information rather than the local cell bodies themselves.  And this harkens back a to principle you’ve heard about already today and you’ll hear about many times in the subsequent program, which is that some of the most potent and effective control nodes for modulating the symptoms of neuropsychiatric disease will be in the pathways, the flow of information between regions and this is true for many reasons, in particular, many pathways will be coalesced into well targetable tracks that allow a point source, such as a fibroin electrode to access them particularly well, but I think there’s also a deeper principle too, which is the flow of information, the communication between brain regions is crucial in how they manifest themselves and how they come to a final decision and conclusion.  And we were able, by driving just the projections coming into a brain region, to take a bradykinetic or slow moving Parkinsonian animal that could barely move at all to one that could move freely and that was in a reversible fashion.  As soon as we turned off the light, it went back to the bradykinetic state.  

[01.15.28]

Now I want to show you a movie touching on the anxiety work.  This was just recently published a month or so ago and what I’m going to show you is a movie of an animal where we’re driving putative anxiolytic or anti-anxiety pathway.  This is a movie of an animal that’s in what’s called an open field apparatus.  It’s about as simple a behavior apparatus can be.  It’s a box.  A rodent will choose to spend its time, mostly really hugging the walls.  It’s almost like an electron that can’t enter a forbidden orbital in the center here, as you’ll see.  This is understandable from the point of view of a prey organism and feels much more exposed, we think, out in the middle.  And we know that anti-anxiety medications that are effective in people will induce the animal to spend more time in the center.  So, I’ll play the movie.  When the light goes on, you’ll see blue letters on the side saying light on.  The animal has a fiber implanted in its head that will deliver the light pulse just to this putative anxiolytic projection.  And you can see the movie sped up about tenfold, so the animal won’t give you enough data in this brief movie.  You can see the animal spending essentially all its time hugging the walls of the chamber.  And the light is on now.  And almost right away, while the animal still continues to explore all parts of the chamber, and there’s no gross change in its motor function that we can pick up.  Right away, it’s much more likely to now spend more time in the center.  And this is not just behavioral habituation of the apparatus.  We can flip this into and out of that state more or less at will in the same animal as we progress through different experimental times points.  There’s no overall change in gross function, locomotor function and it held up in other tests in anxiety, like the elevated plus maze.  So this is an example of how we can now come to a causal understanding of the circuits that are involved, not only in disease, but also in the resolution of disease.  If one were to imagine what this means, thinking about this 10 year concept and the moonshot concept, if I think where we could be in 10 years, we could eventually come to a causal understanding of what every definable part in the mammalian brain and that’s a big question, of course, how do you define what the parts and the cell types and the projections are, but the technique is reliable enough, for example, using the projection targeting concept or other genetic targeting concepts where you can now selectively target almost any projection you want ranging from 300 microns along to millimeters or centimeters and one can understand in a causal fashion in a freely moving animal in health or disease, what the functional impact of a projection would be.  And again, either alone or in combinatorial fashion.  And many laboratories are now using this technique worldwide.  We’re also helping with a course, people can come and visit the lab and learn how to do it.  It only takes a couple of days to become pretty good at it, but we’ve been running little courses now for a few years and Nature did a little piece on them.  They call them optoschools.  It’s actually pretty efficient and people from all career stages come here.  Ann Graybiel, a distinguished professor from MIT coming to visit with other folks from her lab and so you’ve got a broad range.  But she got in there and got her hands dirty just like everybody else.  

[01.18.42]

And in the last 36 seconds, I’d just like to make a – I always like to point out that as exciting as it is to define a moonshot with a target goal, we also have to make sure that what’s built in there as you’ve heard about already today, the importance of basic science, not only of animal models, but even farther back into really fundamental technological questions, and the easiest way to understand that is to realize how you could never have predicted how these organisms from these diverse niches around the world could ever have led us to insights into Parkinsonism or anxiety.  And with that, I will conclude.  I just want to thank the many wonderful students and post docs and collaborators over the years.  You can see their names here and I want to thank particular the National Institute of Mental Health that kicked us off in July of 2004.  And thank you all for your time. 

[applause]

Bruce Rosen:

Just completely tremendous work.  Mark Raichle in his remarks noted that while neurons are in animals, long lived animals like us, like humans, are around for decades, but the connections between those neurons, that they make with each other, the individual synapses are dynamic and change dramatically over time.  Sometimes over very short time frames.  You know, mapping, the microscopic detail is an enormous technical challenge.  And a neural informatics challenge.  Literally petabytes of data would be required to map, you know, all the synapses, even in a 1 millimeter chunk of brain.  But taking on that challenge, is our next and final speaker, Jeff Lichtman, the Jeremy Knowles professor of molecular and cellular biology at Harvard University.  His group has developed several new methods to allow us to understand these microscopic brain organization principles and they not only have generated a tremendous amount of information about how the brain is organized, but the provided us some of the most beautiful images of what that organization actually looks like.  So, with that, Jeff.

Jeff Lichtman:

Thank you very much.  It’s a pleasure to be here.  I’m very grateful for the opportunity to speak today.  In biology generally, one of the fundamental themes is the relation between the physical structure of something and its underlying function.  And in terms of the organ systems of the body, I think most of us would agree we have a pretty good idea about the relation between how a kidney looks, what it’s made up of and what it does and the same can go for lungs and livers and pancreas and no one ever suggest that we should do a serial reconstruction of an entire kidney to understand how it works because one little piece of kidney is pretty much the same as another piece.  Once you understand the tubule system, you see it’s just iterated over and over and over again.  Same in the alveolar system in the lung and the portal triad system in the liver.  There is an embarrassing organ where we really don’t have any idea at that level of what it does.  And that, of course, is the brain and that’s because there’s just this extraordinary diversity of cell types there and not only a diversity of physical structure, but of course, a huge diversity of function.  

[01.22.20]

Whereas probably a chapter twenty or thirty pages long would generate the entire description of everything a kidney does.  The book describing everything a human brain does is not yet written because every year, every day, every week, we start doing new things, new behaviors with our brains.  And this is a fundamental difference and I would say a fundamental problem for us, because we don’t have  a good structure function relationship for the brain.  The brain was initially known to be a relation between nerve cells that are connected in some way.  That is one of the oldest ideas in neurobiology.  It was invented – if I could have the slides on, please.  It was invented by two great scientists at the turn of the century and not this century, but the century before and one of them was Camillo Golgi, who discovered a very inefficient staining technique, called the Golgi stain.  Everyone else called it the Golgi stain.  He called it the black reaction because it would be bragging, I guess, to call it the Golgi stain.  But this was an amazingly inefficient stain and that’s what gave it its magic.  It was a mixture of two kinds of salts, details don’t really matter here.  But what it did was it strongly filled some neurons with a dye that you could see by shining light through a piece of brain and then most of the cells in the brain were invisible.  Had this been an efficient stain and every single cell in the brain labeled, it would have been useless because it just would have been a big black brain.  But it was this fact that only 1 to 5% of the nerve cells, and it seemed to be a random subset stain, that allowed him to see for the first time in exquisite detail, the structure of cells.  But it wasn’t Golgi, but a contemporary colleague, competitor and lifelong rival of his that actually figured out, decoded what these nerve cells are doing.  And this is the work of a Spanish neurobiology – Golgi was Italian.  He did this when he was 30 years old and about the same time as he developed this technique, a Spanish neurobiologist – at the time there was no neurobiology, he was a histologist – named Santiago Ramón y Cajal, who had a great artistic genius, looked at these pictures and then began staining with his own hands brains, and began to generate these lovely drawings of the brain which, to this day, are used as exemplars of the way parts of the brain look.  And this isn’t because people want to give credit to the first person to see things.  It’s because his drawings were like caricatures.  They just had a beautiful way of expressing the essence of nerve cells.  This is a bunch of cortical neurons.  But what made Cajal’s drawings truly remarkable was an insight he gleaned just by looking at brains.  And that was that nerve cells are connected together in a directed path and here’s an example of one of his ideas of the way a cortical circuit would work.  A circuit of cells in the cerebral cortex.  And what was remarkable about this is it was simple enough to understand and there should be a little asterisk.  Whenever anything is really simple in biology, it’s a warning sign.  But it did catch hold and I would say we still live under, I wouldn’t say exactly the delusion of this picture, which I’m going to describe for you in a second, but we are overwhelmingly convinced that cortical circuits are the way he described them.  And as such, most of us, when we think about cortical circuitry, we think of this kind of directional path and I’m going to try to make the case that that’s not adequate.  

[01.26.21]

It was based on the sparse labeling technique, the Golgi stain.  And what you see here is Cajal’s idea that axons, this arrow here, represents the direction of flow of information from a nerve cell somewhere else in the brain that terminates in a bunch of branches that tickle the dendrites of a cell.  That’s right there.  These small processes coming out of that cell.  And that stimulation generates a signal that leaves this neuron and travels out its axon.  Every nerve cell has both dendrites and an axon.  And that axon then terminates in this distal dendritic field of this pyramidal neuron.  That information then flows towards the cell body and at the same time, another axon comes in and innervates the more proximal dendrites and together these two inputs collaborate in some way to generate a signal that leaves that neuron and that neuron then tickles the dendrites here, activating this cell which sends a signal out here and that axon goes on and does the same to this cell.  And here in short order, if you will, is the entire dendritic organization and signaling agent of the brain worked out for you clearly.  But this is a simplification.  There’s no inhibition in Cajal’s pictures.  And also, there’s no real detail about how many cells converge on a cell, nor how many target cells a cell innervates.  And it’s not that Cajal didn’t know this.  If he changed the staining parameters of the Golgi stain and looked at higher detail in one little area, he could show more or less what the real density of nerve cells are here.  And if you look carefully at this picture, you can look all you want, there are no arrows here.  Cajal was a genius.  He knew it would have been useless and impossible to figure this out.  You know, you might imagine how can we ever figure out the way information flows through something as complicated as this, had the Golgi stain been a color, Technicolor Golgi stain, maybe every cell labeled a different color, maybe that would have helped had he used electron microscopy, which wasn’t invented at the time, maybe he could see the connections.  But that is basically where we have started.  We’ve sort of felt that until we get down to brass tacks here and say, you know, really, what is going on at the finest level?  We will always have a level of mystery about the way signaling occurs in the brain and that’s the idea of mapping connections here is not much different from mapping a genome, but instead of ending up with genes, you would end up with connections.  And so instead of genomics, you’d have connectomics.  Here’s the definition of that term.  I know it’s a new term for most of you.  Connectomics or connectomics, it’s a noun plural, but singular in construction.  A branch of biotechnology concerned with applying the techniques of computer assisted image acquisition and analysis to the structural mapping of sets of neural circuits or to the complete nervous system of selected organisms.  This, by the way, is from Merriam Webster’s Unabridged Dictionary, 2016. 

[laughter]

[01.29.25]

And it’s organizing the results in databases.  Very important to start thinking about data here and applications of the data in neurology, psychiatry or fundamental neuroscience.  Neurology and psychiatry, it’s obvious, you know, that there are many problems with the nervous system that are probably related in one way or another to mis-wiring, connectopathies if you will.  But until we have ways of seeing the connections at the level at which these abnormalities occur, we will never really understand the proximate cause of certain neurological and psychiatric problems.  And I stole, this definition, I basically looked at the proteomics and genomics definitions and I just changed the words a little bit and also, you might find the word connectome here which would be the full wiring diagram of a nervous system.  Now, how can one get the full wiring diagram of the nervous system?  One is to take advantage as you just heard about, that fluorescent proteins now come in many colors.  And mutations in a range of marine animals have provided human beings with a remarkable spectral diversity of fluorescent proteins and that’s one way we approach this.  We realize that there were green fluorescent proteins, red fluorescent proteins and blue fluorescent proteins and RGB, of course, is all we need to see all the colors we can see because we only have three photo receptors for color in our eyes and so basically, color television is just made up of random or specific mixtures of amounts of red, green and blue in different cells.  And that’s basically what we did.  I won’t go through the details here, but this _____ idea was just to use a genetic trick of recombination to generate a single cassette that can give off either a red fluorescent protein expression or if recombination occurs stochastically a different way, green fluorescent protein or if recombination occurs a different way, blue fluorescent protein and then when you make a transgenic animal, you have in tandem many of these little cassettes, each of which are randomly choosing one color.  So if a neuron chooses three reds, a green and a blue, the cell will look brownish orange.  If a cell chooses a blue, a red, three greens, it’ll look a different color and basically it means that although you have lots of colors, all you really have to do is take a blue picture of your cells, a green picture of your cells and a red picture of your cell and that generates a picture like this, where every axon has its own unique colors and this is, you know, very appealing.  And the peripheral nervous system, it’s very reminiscent of what humans did once before to try to figure out how wires go from one place to another.  We’re doing the same thing here and then generally, if you look in serial reconstruction, in this case, with a confocal microscope, you can see the wiring diagram at very high detail.  

[01.32.21]


So we have used techniques like this to map connectomes in the most accessible part of the nervous system to begin.  And that’s the connections between the brain and muscle and here is, for example, a little muscle that wiggles the ears of a mouse.  This is the interscudolaris muscle and that’s just a joke, sorry about that.  And there is the full wiring diagram of this muscle.  Every single axon going to the muscle is labeled and each one is reconstructed in a different direction.  And we began asking many sort of basic questions you think we’d know the answer to, but until we had techniques that gave us this dense or saturated reconstruction, we couldn’t ask.  One of them was is every wiring diagram in a mammal the same that does the same function?  So, for example, you have two ears in a mouse, a left ear and a right ear.  They’re completely symmetrical.  The nerves going into those muscles are symmetrical.  Is the wiring diagram of the left and right side the same?  It turns out, no.  Every single wiring diagram is unique and this, I think, for many of you will be a point of saying, well why bother getting wiring diagrams if they all look different?  And maybe I’ll come to that in a moment.  They are different, but they had certain similarities that turn out to be very important functionally, but exactly where the synapses are is different even on the left and right side of the same animal with the same genes and if you look at the left of one animal and compare it with the left muscle of another animal, again, they’re completely different.  Every instantiation of this wiring diagram is unique.  That was one thing we found out about mammals that’s very different from insects and worms.  Where wiring diagrams are much more stereotyped.  The other difference we found from other lower animals – we shouldn’t call them lower, they’re actually more evolved.  They have a longer history perhaps, on the planet – is that the wiring often showed sub optimality in mammals.  Here, for example, is an axon that by all rights should have followed all the other axons into the muscle where this black arrow is.  But instead, it goes all the way up here.  Of course, it can do whatever it wants to do.  That’s makes perfect sense.  But then, at this point, it makes a hairpin turn and goes backwards relative to all the other axons, getting all the way back to here before it realizes it’s going the wrong way.  Then it turns around and goes out again.  And that kind of thing you just don’t see in insects very much.  But you see this in mammals suggesting that the wiring diagram is being generated in development on the fly in an interesting way.  

[01.34.48]

But perhaps being organized by development, and so it can’t be perfect.  It just has to do the job.  We have gone on to look at the development of this wiring diagram by doing neonatal connectomics in muscle where we’ve labeled every single axon a different color and then reconstructed all the wiring diagrams by doing confocal reconstruction and I won’t go through the details of this, except to say that you can get a wiring diagram by seeing the number of connections different nerve cells share with the same target cell.  And this is for a little muscle, the complete wiring diagram, it looks like a god-awful mess.  But it turned out, after doing a number of these, that there was a clear pattern of connectivity instantiated over and over again, which was a linear order connectional matrix which showed us that the neonatal wiring diagram actually reveals the order of the neonatal motor neuron activity pattern.  We could, just by looking at the wiring diagram, tell you which neuron was firing first, which second, which third, which fourth, which fifth and which sixth.  This was, for us, our first example of an engram.  That is, a physical structure in the wiring diagram that tells us something about the activity.  The central nervous system, however, this technique works.  Here is, for example, the hippocampus, the dentate gyrus, you get lots of cells.  And there are parts of the central nervous system where by just focusing up and down through a block of tissue, you can trace through nerve cells and follow these processes.  These things moving around here are just axons that are moving along some diagonal trajectory in this volume as we focus up and down.  But when we – and this is brain stem.  But when we go to cortex, and there we have the Technicolor Golgi.  It seemed like, okay, we’re all set to get the full wiring diagram.  When we zoomed in and looked at what we would see here, we saw, not surprisingly, a gazillion wires and there were so many of them that we couldn’t actually make sense of anything.  There was just too much stuff on top of each other in this optical kind of image.  So, for – to make a long story short, we decided to cut brains much thinner than we could ever see with optical microscopy and we generated a mechanism to automate the use of electron microscopy, microtomes, to generate on tape, basically, put a whole tape together that has a piece of brain.  And this is a, just a tape drive that’s now built in and I won’t go through the details here.  A little conveyer belt that as we cut sections of 30 nanometers or so, they come up on a tape and that tape then allows us to have ultimately a brain now that sits on tape that’s in a drying chamber.  And then we take the brain on tape and we put it on a silicon wafer.  This is one of what would be about a hundred silicon wafers.  Each of these is a different section of the brain and then, here, one of my colleagues, I asked him to hold his hand really still as we zoom in.  Bobby Castori, who helped develop the technique to image these with the electron microscope.  This is a little brain section here.  This is cortex and down below is hippocampus.  At this moment, I asked him to step into the electron microscope, which he did.  

[laughter]

And that’s a blood vessel.  Those are nerve cells.  These dark objects you’re beginning to see are myelinated axons.  And then the lighter objects are dendrites.  And as we zoom in further and further and further, it’s a lot like Google Maps.

[laughter]

There you have a synapse made on a dendritic spine, spine apparatus.  And so, not only can you do this on one section, but you can do this on section after section.  In fact, one of the nice things about it being on tape, you can do this kind of multi-scale resolution.  You can generate a vast picture of the brain in thousands of sections and then you can generate a higher resolution instead of a two micron per pixel, 30 nanometers per pixel, a big block of brain.  And then, if you wish, at 3 nanometers per pixel, you can get a volume of brain.  And I want to just show you some work related to this highest resolution.  Which allows us to see every synaptic vesicle in every synapse.  

[01.39.12]

So this is that box of brain which I hope this plays for you.  We will see.  I see this pause is always nerve-wracking at this moment.  C’mon!  So, let’s go.  Let’s see.  That’s too high a resolution.  Let me just try one more time and if it won’t play, I will not – oh, let’s see here.  Maybe this will help me.  I’m sorry about this.  Yeah.  So what you’re seeing now is just going through several thousand electron microscopic sections of brain at low magnification.  You see dendrites moving around, nerve cell body down here, another nerve cell here.  these cells spit out dendrites that come out as little pieces that go on.  And then one can go to full resolution, the same data set, and see every synapse.  And you see those vesicle filled profiles, these big dendrites running through, little axons and then finally, once you do that, what you want to do is get a wiring diagram.  And to get a wiring diagram from this, one has to then do something such as this.  You take that box and you find an object you’re interested in and you say, okay, this is an interesting dendrite over here in the bottom left.  Let’s color it in.  A child can do this.  Unfortunately, a computer can’t do it yet, but a child can do it.  (laughing) 

[laughter]

Color it in and color it in.  And then gener -- out of that, you generate that dendrite and also labeled, in this case, is an axon that’s making two synapses on two dendritic spines of that same cell.  Pretty neat.  You can see that quite clearly.  You know exactly who’s touching who in that little area and then just to show you that that truly is a synapse, there are the vesicles and the axon in green sitting on the dendrite.  Of course, you don’t want to do just one.  You want to do everybody.  And this is everybody.  And if you watch carefully, you’ll see some of these axons, dendrites spew off little dendritic spines and axons touching them.  And then from that, one can generate the full three dimensional wiring diagram.  I’ll put in the dendrites first and then I’ll put in the axons here.  So, so there is everything and it’s totally useless.

[laughter and then applause]

[01.41.57]

Don’t!  Please!  Please, don’t applaud.  (laughs)  I know.  The reason it’s useless is everything is an orphan.  There’s not a single thing connected to anything.  And I’m just going to make a case of just how bad this is.  That’s that box now on the electron micrograph superimposed.  That’s that box that we reconstructed in this box of brain.  And that box of brain is there in this section.  (laughs)  So what we actually did – I don’t know if you can see that little red pixel in there.  There is a little red pixel right there.  It’s less than that.  So, I only have one or two very brief things to say.  We have to go faster.  When we started doing this about two years ago, we were trying to figure out how long it would take us to get a cubic millimeter done at one million pixels a second, which sounds fast, using backscattered electrons, it would only take 140 years to do one cubic millimeter.  That’s one FMRI, right or one MRI, yeah, FMRI voxel is a cubic millimeter, it would take us 140 years.  No graduate student would sign up for that.  

[laughter]

And a mouse brain was seven thousand years.  So this was a non-starter.  We’ve moved – we found we could go much faster by going to secondary electrons at forty million pixels a second.  That would get us a cubic millimeter in three years.  Thesis type times.  (laughs)  But if one had multiple beams, if one had a scanning microscope with multiple beams - I’m just about done - we could go, depending on how many beams, up to, we think, about eight billion pixels a second.  And then one can do a cubic millimeter in a day and a mouse in a year.  So, we have been working with Zeiss on building a multi-beam scan electron microscope.  This is a prototype at 61 beams.  It’s huge.  I’ll just give you a sense of that scale by putting a regular sized human being next to it.  And this is our first images coming out of this.  This is a single image with 61 beams.  So, ultimately, the human connectome would be one million petabytes, a petabyte is a million gigabytes.  A data set far larger than all the digital content in the world.  But a data set containing a complete synaptic circuit.  One that underlies all of the experiences, knowledge, skills and personality of an individual.  All that a person is.  So, thank you very much.

[applause]

Bruce Rosen:
Well, so it’s not just imagining the brain, but now in my dystaxic way, when I saw that, I said, imaging the brain.  And that’s it, really from every synapse to images of human introspection and back again.  Pretty impressive.  So I don’t – do we have some time for questions?  One or two?  Okay, one or two, please.

Question:

My question is for Dr. Raichle.  You have mentioned – when you were talking about metabolism, I was wondering ________________________ depression, Alzheimer’s if there was any _______ of _______  in Alzheimer’s if that metabolism that was affected from, you know, __________________ stimulation from the glucose if there is an inclination or _________ on that?  If that makes sense.

Marcus Raichle:

I’m trying to understand exactly what you said, but –

Question:  

I can rephrase it.

Marcus Raichle:  

Could you?  

Question:  

Yeah.  So, you had reference earlier _________ depression and Alzheimer’s so, I know that there is a lot of times a link between depression and eating disorders.  I was wondering _____ that if the damage that was done through eating disorders with regard to _________ metabolic rates or anything like that, if anything ____ looked at with ___________ Alzheimer’s.

Marcus Raichle:

Well, the answer specifically to your question is no, but there – what is really interesting in this regard is one of the major risk factors for Alzheimer’s is diabetes.  And the brain is one of a number of unique organs in its way of managing glucose.  Most organs use insulin to take glucose up into cells.  The brain uses insulin very differently.  And what we know from colleagues of mine in St. Louis, the metabolism people, that patients who have diabetes over long periods of time and suffer from increased levels of glucose, show atrophy in the back end of the default mode network.  So, the question is, the link between actually hyperglycemia which is a cellular risk factor that the brain doesn’t like, how that’s managed, how the brain does this, is a very important metabolic endocrinological question that we need to sort out.  

Bruce Rosen:

Yes?

Question:

My question is for Dr. Deisseroth.  And I’m wondering if he could share with us his musings on how the optogenetic technology might be applied to the therapy of human neuropsychiatric disorders.    

Karl Deissaroth:

Yeah, that’s a, that’s a good question.  We see many potential avenues, both direct and indirect.  Certainly, there’s no particular barrier given the success we’ve already heard about in terms of gene delivery into humans, particularly recently.  One could certainly deliver these genes to human beings.  The light sensitivity is reasonable.  The power requirements would not be particularly stringent for the devices.  There’s no technological limitation in immediately trying things in people.  Of course, I would always temper that with the caution that one can’t be sure what would happen in terms of immunological responses to these foreign proteins and issues like that.  But, I think much more significantly, indirect impacts on therapy are even more certain and broader.  And many ways to think about that, certainly, first of all just understanding that the circuit function and dysfunction is very important for designing better drugs, for designing better brain stimulation treatments, placements of transcranial magnetic stimulation coils and the like.  That’s already helping us inform some of our treatments for Parkinson’s disease at Stanford.  So, I think that’s where the biggest and by far the most significant impact of optogenetics will be.  It will simply be on understanding both the circuit function in health and disease and I think that will dwarf any other direct application.

Garen Staglin:

I’m sorry that we’re not going to have time for more questions, so the panelists will be here and available to you.  We are running a little bit behind and we also have a special guest as getting this as close as it can possibly be to the corollary of the moonshot, Caroline Kennedy is going to be here to address us at 12:45, so we’re going to break for lunch now and I need you back in the room at 12:45.  But let’s first please give a big round of applause to this panel.  Bruce and everyone, thank you very much.  

[applause]

Okay, the lunch is right across the hall and for the speakers that will be coming up next, if you’d get your laptops hooked up, I would appreciate that very much.  Thank you.  

[Muzak plays…]

[END OF RECORDING]
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